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We proposed a method to separate ground points and vegetation points from dis-
crete return, small footprint airborne laser scanner data, called skewness change 
algorithm. The method, which makes use of intensity of laser scanner data, is es-
pecially applicable in steep, and forested areas. It does not take slope of forested 
area into account, while other algorithms consider the change of slope in steep 
forested area. The ground points and vegetation points can be used to estimate 
digital terrain model (DTM) and fractional vegetation cover, respectively. A few 
vegetation points which were classified into the ground points were removed as 
noise before the generation of DTM. This method was tested in a test area of 10000 
square meters. A LiteMapper-5600 laser system was used and a flight was carried 
out over a ground of 700―800 m. In this tested area, a total number of 1546 field 
measurement ground points were measured with a total station TOPCON GTS-602 
and TOPCON GTS-7002 for validation of DTM and the mean error value is −18.5 cm 
and the RMSE (root mean square error) is ±20.9 cm. A data trap sizes of 4 m in di-
ameter from airborne laser scanner data was selected to compute vegetation frac-
tion cover. Validation of fractional vegetation cover was carried out using 15 
hemispherical photographs, which are georeferenced to centimeter accuracy by 
differential GPS. The gap fraction was computed over a range of zenith angles 10° 
using the gap light analyzer (GLA) from each hemispherical photograph. The R2 for 
the regression of fractional vegetation cover from these ALS data and the respec-
tive field measurements is 0.7554. So this study presents a method for synchro- 
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nous estimation of DTM and fractional vegetation cover in forested area from air-
borne LIDAR height and intensity data. 

LIDAR, intensity, skewness, synchronous, DTM, fractional vegetation cover 

1  Introduction 

Airborne laser scanning data have been widely used to retrieve the forest structure parameters. 
Generation of digital terrain model (DTM) in forested area is very important for estimation of 
canopy height and fractional cover describing vegetation cover density which serves as an im-
portant parameter for biosphere modeling[1,

 
2]. In forested area, DTM can be generated from ground 

points of lidar data and fractional cover can be derived from vegetation points of lidar data. 
Separation of ground points and above-ground points is a significant work for retrieval of forest 
structure information during the processing of LIDAR data. In previous studies, different algo-
rithms had been developed for generation of DTM from airborne laser scanning data. An interpo-
lated surface was fitted to the lidar data to filter out trees in forested areas and an iterative 
least-squares algorithm was used to reduce the contribution of points above the surface[3]. Ground 
points were derived from non-ground points by iterative threshold-dependent densification of a 
triangulated irregular network (TIN) for derivation of DTM[4]. As a means of image processing, 
morphological filtering was firstly used to remove the contribution of non-ground points from lidar 
data[5]. Then different kinds of morphological filtering algorithms have been also developed for 
distinguishing terrain from non-terrain LIDAR points. Height differences between ground points 
were used to determine the optimal filtering function[6]. Based on the assumption that the slope is 
constant, a progressive morphological filter was developed to remove non-ground points by 
gradually increasing the window size of the filter and using elevation difference thresholds[7], while 
a new morphological filtering algorithm was presented, which did not require the assumption[8]. In 
addition to these methods, other algorithms have been developed in recent years[9―12]. A statistical 
method——skewness balance was used to separate object and ground points based on height in-
formation of high-resolution lidar data[13]. Height and intensity information of lidar were simul-
taneously used to separate vegetation points from ground points in forested area[14], since the sta-
tistical method using only height information was not successful in forested area with slope terrain. 

There are two kinds of methods for the retrieval of fractional vegetation cover from passive 
optical images, including regression models[15,16] and radiative transfer modeling[17,18]. The limited 
characterization of canopy structure in both horizontal and vertical dimensions is one of the limi-
tations of these methods[19]. Airborne laser scanning data have been proved to provide high precise 
vegetation structure information[20―26]. Some studies have derived fractional cover from laser 
scanning. Fractional cover was estimated using height cutoff from Laser altimeter[27]. Two methods 
were used to calculate the fractional cover [28]. The first method classified the first and last returns 
from the same laser shot and the second used the lidar intensity to measure the proportion of the 
canopy hits while the percentage of canopy hits was calculated for fractional cover, assuming that 
all laser pulses within a height less than 3 m were understory and ground hits[29]. The fractional 
cover was estimated from the first return of lidar data since a multiple regression of fractional cover 
derived from the first and last returns with field data showed no enhancement compared to the 
regression of the first return[19]. Additionally, an LIDAR waveform model was developed to re-
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trieve fractional cover from large footprint lidar data[30].  
As seen from previous studies, both DTM and fractional cover can be better retrieved by ac-

curately separating vegetation points from ground points. Derivation of fractional cover from 
airborne laser scanning data requires complete vegetation points above ground while generation of 
DTM from lidar data requires no above-ground points. As for the laser scan system recording 
discrete returns, it is difficult to separate the two kinds of points from total lidar data by the order of 
discrete returns or height above ground, especially in sloped area. The objective of this study is to 
classify ground points and vegetation points from lidar height and intensity information and syn-
chronously derive DTM and vegetation fractional cover. Our aim is to explore the intensity in-
formation of lidar data and explain the theory of separation based on the basic measuring principle 
of laser scanning. 

2  Data 

2.1  Study site 

The forested area used in this study is located in Qilian Mountain, northwest China. The locations 
of the field measurements are largely dominated by Qinghai spruce (P.crassifolia), which may be 
used as important indicator plant of the environmental change of the mountain area of the upriver 
region of the Heihe River. 

2.2  Laser scanning data 

An airborne laser scan flight was carried out over the test area in June 2008. The airborne laser 
scan system used was LiteMapper-5600 developed by the German company IGI. It is one of the 
first commercial airborne LIDAR terrain mapping systems to use waveform digitization. Its laser 
scanner is RIEGL LMS-Q560. The sensor specifications are given in Table 1. 

 
Table 1  Specifications of RIEGL LMS-Q560 

RIEGL LMS-Q560 
Max. Measurement range 1800 m 

Measurement accuracy 20 mm 
Max. Pulse repetition frequency 200 kHz 

Multiple target separation within single shot 0.6 m 
Laser wavelength 1550 nm 

Return pulse width resolution 0.15 m 
Scan speed 10―160 scan/s 

Scan angle accuracy 0.001° 
Laser beam divergence 0.5 mrad 

 
The flight over our study area was conducted with a nominal height over ground of 700―800 m, 

leading to a point density of 0.36―1.6 points per square meter. For increasing the point density, 
repetitive flight was carried out over the same study area. The flights in our study area are 5 times 
more than those in other areas, so the point density was increased to 2―7 points per square meter. 
Additionally, as the laser scanner records a waveform data, multiple returns need to be sampled 
from the waveform data for our algorithm in this study. 

lixin_2
矩形
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2.3  Field inventory 

For performance evaluation of DTM from the algorithm in this study, five points were measured 
with GPS Z-MAX and elevations of the ground points in the forested area were established from 
two points of these points. A total number of 1546 field measured ground points were measured 
with a total station TOPCON GTS-602 and TOPCON GTS-7002 with accuracy ± 2 mm. Applying 
error propagation, the accuracy of these points is estimated as ± 8 cm in either coordinate direction. 
Because the average of slope in the forest area is about 10°, the height error from total station 
amounts to ± 8.7 cm. 

We took hemispherical photographs as field samples using Nikon Coolpix 8400 with FC-E9 
adapter lens. The measurements were performed under overcast conditions to minimize the effect 
of the sky radiance on the digital image. In Figure 1, black dots indicate positions where hemi-
spherical photographs were taken in June 2008. A total of 15 hemispherical photographs were 
taken and their locations were measured using differential GPS equipment. The hemispherical 
photographs were analyzed using the gap light analyzer software[31]. Gap fractions were computed 
for zenith angles 0°―90° with the interval of 5° and averaged over all azimuth angles. 

 

 
Figure 1  Positions of hemispherical photographs in plot. 

3  Methods 

3.1  Theory and background 

In addition to LIDAR height information, most discrete LIDAR systems also record the intensity 
(sometimes referred to as the amplitude) of each received echo. The intensity represents the re-
flectance characteristics of the surface in the near infrared spectra between wavelengths of 800 and 
1550 nm. LIDAR intensity is also an important information source which can be exploited in forest 
characterization. Many studies have used LIDAR intensity information to classify forest spe-
cies[32―36]. Height and age-related differences in intensity correspond to both structural and com-
positional features of each stand, which has been demonstrated using global and local estimates of 
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spatial autocorrelation derived from LIDAR intensity information[37]. 
LIDAR intensity is influenced not only by reflectivity, moisture content, roughness, and other 

target surface properties, but also by the dynamic geometric relationship between sensor and tar-
get[32,37]. The dynamic sensor-target geometry includes the laser path length, which varies with the 
distance between the sensor and target; the orientation of the target relative to the sensor, which 
varies with the laser scan angle or topography; the footprint size, which varies with laser beam 
divergence; the attenuation in the atmosphere[32]. How each of these factors influences LIDAR 
intensity requires further investigation. The strength of these influences is unknown, but in an 
experimental situation, the impact of some of these factors may be decreased by making assump-
tions appropriate to the situation under study; the laser intensity returns are not affected when the 
scan angle is smaller than 10°[32]. So it may be assumed that the laser beam divergence and at-
tenuation in the atmosphere in a given study area are constants during the same flight and the scan 
angle has no effects on the laser intensity. In this way, the interpretation of LIDAR intensity can be 
simplified. 

Under the following assumptions[38]: 1) The entire footprint is reflected onto one surface (the 
extended target) and the target area As is circular, hence defined by the laser beam width βt and the 
range R, and 2) the target has a solid angle of π steradians (Ω = 2×π for scattering into a half sphere), 
the received laser power can be expressed in the following form[39] 
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where Pr and Pt are the received and transmitted laser energy respectively, R is the distance be-
tween sensor and target, βt is the laser-beam divergence, Dr is the diameter of the receiver aperture, 
Ω is the scattering solid angle of the target, ρ is the reflectivity of the target surface, As is the target 
area, and ηsys and ηatm are the system and atmospheric transmission factor respectively.  

Eq. (1) represents the area of an extended diffuse target. The areas of non-extended diffuse tar-
gets show different range dependencies; for example, point targets (e.g., a leaf) with an area smaller 
than the footprint are range-independent[38]. Consequently, the received power reflected from point 
targets is represented by an inverse higher-order range-dependent function (1/R4) 
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where dA is the area of the point target. 
Let Af be the area of the LIDAR footprint at the target elevation. Then the received signal power 

at the extended target and the point target can respectively be expressed as  
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LIDAR intensity is the ratio of received to transmitted laser energy[37]. From Eqs. (3) and (4), it 
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is apparently found that the LIDAR intensity increases with the increasing reflectivity of the target 
and decreases with the decreasing distance between sensor and target. In a forested area, there are 
differences between vegetation and ground soil in both reflectivity and height. Because the re-
flectivity of vegetation is higher than that of ground soil at the 1064 nm wavelength and the ele-
vation of vegetation is higher than that of the ground in a small local area, and the LIDAR intensity 
from vegetation should be higher than the intensity from ground, with the other things being equal. 
However, the intensity of the vegetation is actually much less than that of the ground. The reason is 
that the area of each point target (e.g., a needle leaf) is much smaller than the footprint area, that is 
the ratio of dA and Af is much smaller than 1. Based on eqs. (3) and (4), the difference between 
Pextented and Ppoints can be thought to be large enough to discriminate. The result has been proved in 
some studies[14,26]. 

With such a theory, it is possible to separate almost all vegetation points from ground points, 
especially in conifer forest areas. After the separation of LIDAR points, digital terrain model and 
vegetation fractional cover were generated from ground points and vegetation points, respectively. 
The whole procedure for generation of DTM and vegetation fractional cover is illustrated in Figure 2. 

 

 
Figure 2  Flow chart of generation of DTM and vegetation fractional cover. 

 

3.2  Separation of ground points and vegetation points 

In this study, an approach based on LIDAR intensity information has been used to separate ground 
points from vegetation points in the LIDAR point cloud. Based on the central limit theorem, 
naturally measured samples will follow a normal distribution. The object points may disturb the 
normal distribution[13]. The statistical results of LIDAR intensity from several different area sam-
ples were used to prove the aforementioned assumption. Seen from Figure 3, its distribution of 
LIDAR intensity could look a combinatin with two normal distributions, no matter whether the 
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sample area is 50 m×50 m, or 100 m×100 m, or 200 m×200 m or 400 m×400 m. The skewness and 
kurtosis of this distribution are two characteristics, which were used in many statistical analyses 
that can be used to describe the distribution of LIDAR points based on its intensity. Based on the 
change curves of skewness and kurtosis, the vegetation points were separated from ground points. 
The details of the algorithm were described by Bao et al.[14]. 
  

 
Figure 3  Distribution of LIDAR intensity from four different sample areas. 

 

3.3  Generation of DTM 

The ground points from LIDAR points calculated using skewness change algorithm still include a 
few above-ground points which are indicated as noise. After removing the noise, a digital terrain 
model (DTM) can be constructed from the ground points within a defined grid box[40]. First, a 
triangulated irregular network (TIN) can be constructed for the ground point based on a Delaunay 
triangulation of its elevation data. Then a rectangular grid of pixels is extracted from each TIN 
using linear interpolation with a constant sampling interval of one meter. Finally, the raster DTM of 
one-square-meter spatial resolution is generated. 

3.4  Estimation of vegetation fractional cover 

Separation of vegetation points and ground points is precondition of estimation of vegetation 
fractional cover. Previously, many studies used a first pulse, a last pulse, a single pulse or all of 
LIDAR data to derive vegetation fractional cover. Since most significant information is still con-
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tained in a first pulse and separation of vegetation points and ground points is not explored, some 
stand level indices have been derived from only first pulse data[41]. But the vegetation fractional 
cover from the first pulse data is larger than that from single pulse, which in turn is larger than that 
from last pulse data[19,28]. In our study, because five flights were carried out, the same point may be 
found in different flight. For avoiding the repetitive calculation of the same point in the estimation 
of vegetation fractional cover, redundant points in the same position could be removed. After 
separation of vegetation points and ground points using the approach in this study, vegetation 
fractional cover is easily computed from eq. (5), 

 vegetation
cover

total

E
f

E
= ∑

∑
. (5) 

4  Results 

4.1  Separation of ground points and vegetation points 

After the laser intensity data are processed with the skewness change algorithm, ground points and 
vegetation points can be effectively separated. As showed in Figure 4(a), the green points denote 
the separated above-ground vegetation points and the yellow points denote the ground points. 
Figures 4(b) and (c) present the profiles of map 4(a) in direction of north-south and east-west, 
respectively. As seen from Figures 4(b) and (c), a few vegetation points are classified into ground 
points, but a few of ground points are classified into vegetation points. This may be effect on es-
timation of fractional vegetation cover, which would be introduced in Section 4.3. 
 

 
Figure 4  Map of separation of ground points and vegetation points (The green points denote the vegetation points; the yellow 
points denote the ground points; the black points denote the area without laser points; (b) and (c) are profiles of map (a) in di-
rection of north-south and east-west, respectively). 
 

4.2  Validation of DTM 

To assess the overall performance of the proposed algorithm and the given laser scanner data, the 
DTM computed with the proposed algorithm was compared with the points measured with total 
station. Compared with 1546 field measurements, the extremes of their difference are -95.1 and 
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+94.8 cm, the mean value is -18.5 cm and the RMSE (root mean square error) is ±20.9 cm. As 
showed in Figure 5, the difference between field measurements and laser scanner data leads to a 
normal distribution. The residual of -18.5 cm indicates that the DTM from the laser points is lower 
than that from field measurements. The possible reason is that most of positions of the field 
measurements are lie under trees and only a few of laser points lie on ground under the trees, which 
affect the values of DTM from laser scanner data. 
 

 
Figure 5  Distribution of difference between laser scanner data and field measurements. 

 

4.3  Estimation of vegetation fractional cover 

According to the thesis[42], the innermost zenith angles up to 10° should be used for the derivation 
of vegetation fractional cover from hemispherical photographs. Additionally, the data trap sizes of 
radii up to 2 m have the highest correlation with the zenith angles up to 10°[19]. So the data trap 
sizes of 4 m in diameter from airborne laser scanner data were selected to compute vegetation 
fraction cover. As showed in Figure 6, the R2 for the regression of fractional vegetation cover from  
 

 
Figure 6  Regression of fractional vegetation cover derived from airborne laser scanner data with respective values from 
hemispherical photographs. 
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these ALS data and the respective field measurements is 0.7554. Additionally, the fractional 
vegetation cover from the ALS data is higher than the corresponding parameter from hemispherical 
photographs. There are two possible reasons: one is that some ground points are classified into 
vegetation points during the separation, and the other is that less energy of laser leads to less den-
sity of ground points in dense forested area. 

5  Conclusions 

The airborne laser scanner data are becoming popular for the generation of DTM and estimation of 
forest stand parameters, such as tree height, crown size, fractional vegetation cover, and LAI. For a 
discrete return of laser scanner data, point cloud needs to be classified for abovementioned pa-
rameters. For DTM and forest structure parameters, they were separately retrieved from laser 
scanner data in previous study, as the separation of ground points from vegetation points in forested 
area are not easy. We proposed an algorithm for separation of ground points and vegetation points, 
so the DTM and fractional vegetation cover can be estimated synchronously after the separation. 
This study is to evaluate the potential of the algorithm for deriving DTM and fractional vegetation 
cover. 

This method is based on LIDAR intensity information and theoretical considerations about the 
interaction of the laser beam with different targets. According to the distribution of the intensity of 
laser scanner data, the points of ground and vegetation in forested area belong to two normal dis-
tributions, respectively. We use the skewness change of the intensity to separate the two distribu-
tions. That is, the laser scanner data can be classified into ground points and vegetation points using 
the skewness change algorithm. The DTM and fractional vegetation cover can be estimated from 
separation of ground points and vegetation points. Although most of ground points and vegetation 
points could be separated, a few vegetation points still remain in ground points. And the residual 
vegetation points are removed as noise from the ground points before generating the DTM. For 
validating the estimation of the DTM, 1546 field measurements of total stations in test area are 
selected. The extremes of their difference are -95.1 and +94.8 cm, the mean value is -18.5 cm and 
the RMSE is ±20.9 cm. We have found that the DTM from laser scanner data in sloped forested 
area is lower than that from field measurements. The results can be explained by the measurements 
characteristics of laser scanning. The fractional vegetation cover is estimated using the vegetation 
points separated from laser scanner data. Compared with the hemispherical photographs, the R2 of 
the regression is up to 0.7554. Additionally, we could find the fractional vegetation cover from the 
ALS data is higher than the corresponding parameter from hemispherical photographs. Some 
ground points are classified into the vegetation points, which resulting in more vegetation points. 
The other possible reason is that the higher fight causes less laser energy, which causes the less 
density of ground points. Other error sources are not excluded absolutely. The processing of 
hemispherical photographs involves the process of manually threshold images, which is a potential 
source for biases and random noise. 

In future work, the algorithm would be tested in other different vegetation types. And the ground 
points which are classified into vegetation points should be separated from them for high accuracy 
estimation of fractional vegetation cover. From these vegetation points, some forest structure pa-
rameters can be also estimated, such as LAI. The first and last returns of the airborne laser scanner 
data have been used to estimate the LAI and regression of the ALS estimates with field meas-
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urements showed moderate to good agreement[19]. Combined with the TLS (terrestrial laser scanner) 
data, the airborne laser scanner data can be used to retrieve a map of high accuracy LAI. This 
combination of the ALS and TLS will be a subject of our future work. Additionally, we also study 
how the specific parameters of the ALS and TLS effect the estimation of forest stand parameters. 
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